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Abstract of thesis entitled

“Multimodal Speaker Localization and Identification

for Video Processing”
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Yongtao Hu
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at The University of Hong Kong

in December, 2014

With the rapid growth of the multimedia data, especially for videos, the ability

to better and time-efficiently understand them is becoming increasingly impor-

tant. For videos, speakers, which are normally what our eyes are focused on, have

played a key role to understand the content. With the detailed information of the

speakers like their positions and identities, many high-level video processing/-

analysis tasks, such as semantic indexing, retrieval summarization. Recently,

some multimedia content providers, such as Amazon/IMDb and Google Play,

had the ability to provide additional cast and characters information for movies

and TV series during playback, which can be achieved via a combination of face

tracking, automatic identification and crowd sourcing. The main topics includes

speaker localization, speaker identification, speech recognition, etc.

This thesis first investigates the problem of speaker localization. A new algorithm

for effectively detecting and localizing speakers based on multimodal visual and

audio information is presented. We introduce four new features for speaker detec-

tion and localization, including lip motion, center contribution, length consistency

and audio-visual synchrony, and combine them in a cascade model. Experiments

on several movies and TV series indicate that, all together, they improve the

speaker detection and localization accuracy by 7.5%–20.5%. Based on the loca-

tions of speakers, an efficient optimization algorithm for determining appropriate

http://herohuyongtao.github.io
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locations to place subtitles is proposed. This further enables us to develop an

automatic end-to-end system for subtitle placement for TV series and movies.

The second part of this thesis studies the speaker identification problem in videos.

We propose a novel convolutional neural networks (CNN) based learning frame-

work to automatically learn the fusion function of both faces and audio cues. A

systematic multimodal dataset with face and audio samples collected from the

real-life videos is created. The high variation of the samples in the dataset, in-

cluding pose, illumination, facial expression, accessory, occlusion, image quality,

scene and aging, wonderfully approximates the realistic scenarios and allows us

to fully explore the potential of our method in practical applications. Extensive

experiments on our new multi-modal dataset show that our method achieves

state-of-the-art performance (over 90%) in speaker naming task without using

face/person tracking, facial landmark localization or subtitle/transcript, thus

making it suitable for real-life applications.

The speaker-oriented techniques presented in this thesis have lots of applica-

tions for video processing. Through extensive experimental results on multiple

real-life videos including TV series, movies and online video clips, we demon-

strate the ability to extend our previous multimodal speaker localization and

speaker identification algorithms in video processing tasks. Particularly, three

main categories of applications are introduced, including (1) combine applying

our speaker-following video subtitles and speaker naming work to enhance video

viewing experience, where a comprehensive usability study with 219 users veri-

fies that our subtitle placement method outperformed both conventional fixed-

position subtitling and another previous dynamic subtitling method in terms of

enhancing the overall viewing experience and reducing eyestrain; (2) automat-

ically convert a video sequence into comics based on our speaker localization

algorithms; and (3) extend our speaker naming work to handle real-life video

summarization tasks.

[499 Words]
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Chapter 1

Introduction

1.1 Motivation

With the rapid growth of the multimedia data, especially for videos, the ability to

better and time-efficiently understand them is becoming increasingly important.

For videos, speakers, which are normally where our eyes are focused, have played

a key role to understand the content. With the detailed speakers’ information like

their positions and identities, many high-level video processing/analysis tasks,

such as semantic indexing, retrieval [116] and summarization [117]. The main

topics includes speaker localization, speaker identification, speech recognition,

etc. See Figure 1.1 for an example.

1.1.1 Speaker Localization

In literature, audio information from microphone arrays is frequently used to

localize the speakers (audio sources), i.e. estimate the Direction of Arrival (DOA)

[21], which can be achieved based on the time difference of the sound received

at different microphone pairs, i.e. Time Difference Of Arrival (TDOA) [15].

Such methods, however, are not suitable for video processing due to their special

setup requirement of multiple microphones. For videos, more commonly used

1
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Figure 1.1: Novel multimedia representation based on our proposed tech-
niques [47, 48]. We highlight three key problems in real-life multimedia data
processing: (1) speaker localization to detect and localize the speaker; (2)
speaker identification to identify the speaker and (3) speech recognition to
translate of spoken words into text. Copyright info: Screenshots from “Friends”

TV series c©Bright/Kauffman/Crane Productions and Warner Bros. Television.

techniques are based on the visual cue [30, 46]. Several works have been done

to jointly apply audio and visual cues together to better localize the speakers

in videos [35, 63, 73]. However, performances of speaker localization in real-life

videos with complex scenes are still limited.

In this thesis, we propose two novel speaker localization algorithms based on

audio and visual cues. In the first speaker localization algorithm, see details

in Chapter 2, we take several visual and audio features into consideration in a

cascaded model to achieve the robust speaker localization accuracy of over 90%

for real-life videos. For the second one described in Chapter 3, we propose a

learning based framework that automatically fuse audio and visual information

together, at the same time achieving the state-of-the-art performance.
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1.1.2 Speaker Identification

The task of speaker identification is to identify who that individual is based on the

human speech information [97]. Identifying speakers in movies, TV series and live

shows is a significant problem, since speaker identity is an important cue in many

high-level video analysis tasks. Recently, some multimedia content providers,

such as Amazon/IMDb [1] (see Figure 1.2 for an example) and Google Play [2],

have had the ability to provide additional cast and characters information for

movies and TV series during playback, which can be achieved via a combination

of face tracking, automatic identification and crowd sourcing. Normally, only

audio information are used for speaker identification [40, 56, 113] in literature.

Besides audio, several works have tried to use multimodal information like face,

lip texture and motion [29, 91] to identify the speaker. Recently, more researchers

have tried to make use of video context to increase the accuracy of character or

speaker naming. Most of these works focused on identifying/naming face tracks

[11, 30, 86, 95, 96, 112].

Figure 1.2: X-Ray service available on Kindle and Wii U. X-Ray has the
ability to display the cast members shown in the current scene. Copyright

info: Source: http://www.imdb.com/x-ray/.

http://www.imdb.com/x-ray/
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Unlike all these previous works, we propose a learning based speaker identifi-

cation algorithm in Chapter 3 that does not rely on any face/person track and

does not need motion detection, facial landmark localization or subtitle/aligned

transcript. With only the input of cropped face regions and corresponding audio

segment, our approach recognizes the speaker in each frame in real-time.

1.1.3 Multimodal Data Fusion

In literature, multimodal data fusion has been widely used in different research

areas, including biometrics [33], medical imaging [9], person authentication [20],

person identity verification [13], visual tracking [82], segmentation [79] and human-

computer interface [80], to further boost performance. However, most of previous

works only conduct the multimodal data fusion step staying in the score-level

[101, 104].

In this thesis, we apply multimodal data fusion (audio + visual) for both speaker

localization (Chapter 2) and speaker identification (Chapter 3). In contrast, in

both works, we conduct the multimodal data fusion in the feature extraction

level, whose effectness will be verified in real-life video processing applications,

including speaker-following video subtitles, automatically converting video to

comics and speaker naming tasks (Chapter 4).

1.2 Outline

This thesis addresses several problems of real-life video processing and it is or-

ganized as follows:

Chapter 2 proposes a novel method for speaker detection and localization in

videos using multimodal data fusion. It is further applied for improving the

presentation of subtitles in video (e.g., TV and movies). Our method places on-

screen subtitles next to the respective speakers to allow the viewer to follow the

visual content while simultaneously reading the subtitles. The placement of the

subtitles is determined using global optimization. We outperform previous work
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both in speaker detection and in subtitle placement. (The presented material

has been published in [47].)

Chapter 3 introduces a novel convolutional neural networks (CNN) based learn-

ing framework to automatically learn the fusion function of both faces and audio

cues. Extensive experiments on our new multi-modal dataset indicate that our

method can achieve state-of-the-art performance (over 90%) in speaker naming

task without using face/person tracking, facial landmark localization or subti-

tle/transcript, thus making it suitable for real-life applications. (The presented

material has been published in [48, 49].)

Chapter 4 evaluates our proposed techniques in real-life video processing tasks.

Particularly, we highlight three main applications: (1) combine applying our

speaker-following video subtitles work and speaker naming work to enhance video

viewing experience; (2) automatically convert a video sequence into comics based

on our speaker localization algorithms in the speaker-following video subtitles

work and speaker naming work and (3) extend our speaker naming work to

handle real-life video summarization tasks. (The presented material has been

published in [47, 48, 54].)

Chapter 5 summarizes the thesis and concludes possible future research.





Chapter 2

Speaker-following Video

Subtitles

We propose a new method for improving the presentation of subtitles in video

(e.g., TV and movies). With conventional subtitles, the viewer has to constantly

look away from the main viewing area to read the subtitles at the bottom of

the screen, which disrupts the viewing experience and causes unnecessary eye-

strain. Our method places on-screen subtitles next to the respective speakers to

allow the viewer to follow the visual content while simultaneously reading the

subtitles. We use novel identification algorithms to detect the speakers based

on audio and visual information. Then the placement of the subtitles is deter-

mined using global optimization. We outperform previous work both in speaker

detection and in subtitle placement. A comprehensive usability study (see de-

tailed information in Section 4.1) indicated that our subtitle placement method

outperformed both conventional fixed-position subtitling and another previous

dynamic subtitling method in terms of enhancing the overall viewing experience

and reducing eyestrain.

7
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2.1 Introduction

Subtitles are necessary for television programs, movies and other visual media

for people with hearing impairments to help them understand and follow the

dialog. Translated subtitles are necessary for media in a foreign language that

is not dubbed to help viewers understand the spoken dialog. Subtitling is also

useful for learning foreign languages.

Conventionally, the position of the subtitles is in a fixed location such as at

the bottom of the screen. Humans can see objects within their field of vision

but can only read text clearly in a narrow vision span. This vision span is

an angular span (vertically and horizontally) of approximately 6 degrees of arc,

which yields a region with a diameter of 5.23cm when viewed from 50cm away

(Figure 2.1) [55, 70, 87, 109]. The conventional location of subtitles at the bottom

of the screen means that to follow both the facial expression of speakers and the

subtitles, the viewer has to constantly move their eye gaze between the main

viewing area and the bottom of the screen, leading to a high level of eyestrain.

50cm

5.23cm

6
o

Figure 2.1: Limited vision span of human eyes. The human vision span is an
angular span of 6 degrees of arc both vertically and horizontally, which yields

a region with a diameter of 5.23cm when viewed from 50cm away.

Considerable effort has been made to enable the viewer to understand conver-

sations through better presentation of the spoken dialog. In comics, the word
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balloon construction and layout of the graphics are techniques used to achieve

this goal [24, 62]. Word balloon layouts in comics are used to help readers better

visualize the written dialog, and the layout is carefully arranged to ensure that

the flow of the story is clear (Figure 2.2 (A) and (B)). The previous work by Hong

et al. [46] is the first and only research that extends these concepts to enhance

the accessibility of videos by placing on screen subtitles next to the respective

speaker (Figure 2.2 (C)).

In this chapter, we shall analyze the placement of subtitles so the viewer can com-

fortably follow the video content and subtitles simultaneously, which enhances

the viewing experience. We shall improve on the work by Hong et al. [46] in two

main aspects. We present a new speaker detection algorithm to accurately detect

the speakers based on visual and audio information. An efficient optimization

algorithm is then used to place the subtitle based on a number of factors. The

framework of our approach is shown in Figure 2.3.

2.2 Previous Work

The work by Hong et al. [46] is the first and only previous research to study

how dynamically placed subtitles can enhance video accessibility for the hearing

impaired. The speaker is determined by examining lip motion features and then

subtitles are placed in a non-salient region (based on a saliency map) around the

speaker. Their usability study showed that their method effectively improved

video accessibility for viewers with hearing impairments. We have extended

this work to improve video subtitling and enhance viewing experience. First,

we developed a new algorithm for improving speaker detection accuracy. The

method is based on both visual and audio information rather than using only lip

motion because other people in the scene may also be moving their lips. Second,

the subtitles are positioned using an optimization procedure that takes several

factors into consideration, including absence of speakers, cross-frame coherence,

and screen layout. The combined use of these factors has proven to be more

robust than using image saliency alone.
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(a) Comic word balloons [62]

(b) Comic word balloons [24]

(c) Video subtitle placement [46]

Figure 2.2: Previous work to improve accessibility and understanding of con-
versations through word balloon layout in comics (A, B), and subtitle place-
ment in videos (C). Copyright info: All images with permission of the authors of

corresponding papers.
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Figure 2.3: Our framework consists of two main components: (1) speaker
detection; and (2) smart subtitle placement.

Speaker detection in video is an active research topic. In the task of speaker

diarization, “who spoke when” can be resolved based on audio signals [6]. The

problem of speech recognition based on visual information has been explored by

Gordan et al. [42] and Saenko et al. [88, 89]. Visual and audio data are often

used together in speaker localization ([75, 84]). Generally speaking, methods

based on training data are more accurate but are more time-consuming. Out

of efficiency consideration, we developed a method without involving a training
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process but still achieved robust detection results because of our use of several

novel features and cues.

Subtitle placement has been previously investigated by Kurlander et al. [62]

and Chun et al. [24] in their work on word balloon layouts in comics. Their

methods are focused on handling single frames and so cannot easily be extended

to video subtitles because they cannot ensure cross-frame coherence. In contrast,

our approach employs a comprehensive optimization procedure to ensure cross-

frame coherence to improve video subtitle presentation.

2.2.1 Contributions and Overview

In summarise, our work in this chapter has the following contributions:

• Development of an automatic end-to-end system for subtitle placement for

TV/movies.

• A new algorithm for effectively detecting speakers based on visual and

audio information.

• An efficient optimization algorithm for determining appropriate locations

to place subtitles.

The rest of this chapter is organized as follows. The problem formulation and the

whole framework are introduced in Section 2.3. Experiments results are given

and discussed in Section 2.6, with conclusions followed in Section 2.7.

2.3 Problem Formulation and Preliminaries

2.3.1 Problem Formulation

Given a video (TV, movie, etc.) and its subtitle (caption) file as input, our goal

is to generate the same video but with the subtitles positioned next to their

corresponding speakers to provide better viewing experience. Our method is
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consisted of two major components: (1) speaker detection; and (2) optimization

of subtitle positions. The workflow of the method is shown in Figure 2.3.

2.3.2 Preliminaries

The subtitle file is a text file in SubRip text file format (with the extension .srt)

consisting of subtitle segments that contain the spoken lines and timing informa-

tion. Time information provides only an approximate time interval during which

the subtitle are shown on the video screen. Since this interval is always longer

than the speaking time with extra time added at the beginning and the end. The

input video consists of video segments corresponding the timing information in

the subtitle file. Those video segments that have corresponding subtitle segments

are called “speaking video segments”, while the others called “non-speaking video

segments”. Figure 2.4 shows an example of two consecutive subtitle segments.

A subtitle segment may contain lines from more than one speaker, as in the

second example. The first example in Figure 2.4 corresponds to one speaking

video segment, while the second example to two speaking video segments for two

speakers.

81
00:03:00,400 --> 00:03:02,400
It's part of my sword collection.

82
00:03:02,402 --> 00:03:04,819

Do you have a sword collection?

No.

-

-

Figure 2.4: Two examples of subtitle segments. A subtitle segment has three
parts: the segment index (the first line), the timing information of the segment
(the second line), and the words spoken in this segment (the third line). The
first subtitle segment is for one speaker and the second subtitle segment for two

speakers.

We shall explain next how to process all the speaking video segments for speaker

detection and optimization of subtitle placement.
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2.4 Speaker Detection

For each speaking video segment, we perform the speaker detection procedure to

detect the speakers. The workflow for speaker detection is shown in light blue

in Figure 2.3. Our strategy is to initially detect the faces and combine them to

form face tracklets. We examine all the face tracklets to determine the speaker

for a given subtitle segment. The details of each step are discussed below.

2.4.1 Face Tracking

We first detect faces using the OpenCV frontal + profile Viola-Jones face detector

[103]. Then these detected faces are linked using a low-level association approach

to obtain face tracklets, following Kuo et al. [61]. Regions with similar positions,

sizes and appearances are linked. These low level tracklets are further linked into

final face tracklets if their size, appearance and coherent direction of movement

are very similar to each other.

Face detections are not directly used for face tracking because matching the

appearances of faces is extremely challenging due to similar colors, expressions,

poses of different faces, in addition to lighting changes and motion blur [115].

Therefore, the clothing appearance has been used as additional cues for matching

the same face [52]. Previous works show that face tracking in certain conditions,

where matching is not possible if only face appearance is used, can be overcome

by matching clothing appearances [30]. This improvement is mainly due to the

richer texture variety of clothing compared to faces. Hence, we incorporated

clothing appearance in our face tracking algorithm and found that this improved

the performance significantly. With the detected faces including the localization

and scale information, the bounding boxes of clothing can be obtained. We

estimate the clothing appearance in an area under the face at a distance of 0.2×
face height. The scale of the rectangular clothing area can be approximated

by the face area with a width 2d and height 1.5d, where d is the width of the

face. Examples are given in Figure 2.5. We chose these coefficients based on the

ground-truth box fitting of our learning images.
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Figure 2.5: Clothing appearance used in face tracking. Red rectangles show
the detected faces and yellow rectangles show the corresponding clothing ap-
pearance. Copyright info: Screenshot from movie “Up in the Air” c©DW Studios,

The Montecito Picture Company and Rickshaw Productions.

2.4.2 Speaker Detection

Lip motion is the most widely used feature for speaker detection [30, 46]. How-

ever, the lip motion feature alone is not robust enough for speaker detection

because the detection of a mouth region is often not accurate. We have observed

that in TV and movies the positions and duration of the speakers are highly dis-

tinguishable from non-speakers. In addition to lip motion, we introduce a center

contribution feature and length consistency feature for better speaker detection.

We further consider the audio-visual synchrony feature to take into account the

close relationship between audio and visual information to improve the robust-

ness of our method. Based on these observation, in the presence of multiple

speaker candidates, we detect the true speaker by examining the following four

features: (1) lip motion, (2) center contribution, (3) length consistency and (4)

audio-visual synchrony. The detailed procedures are explained below.

2.4.2.1 Lip Motion

A speaker often has more significant lip motion than non-speakers. Similar to

Everingham et al. [30], we can detect the speaker from speaker candidates by
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detecting those faces with significant lip motion. For each face tracklet, we first

use a facial landmark detector [100] to detect mouth corners. The mouth region

can then easily be predicted based on the mouth corners. Based on the difference

of pixel values between current and previous frames, the mean squared difference

(MSD) in the mouth area can be then obtained. We compute the average of

MSDs as the lip motion feature as

MSD =
1

N − 1

[
N−1∑
i=1

MSD(Mi, Mi+1)

]
, (2.1)

where N is the length (i.e., # of frames) of the speaker tracklets, Mi the mouth

region of the speaker in the i-th frame.

2.4.2.2 Center Contribution

It is observed that, in most TV and movies, a speaker is more likely than non-

speakers to be located towards the center of the screen. To leverage this obser-

vation, we introduce the center contribution (CC) feature as

CC =
1

N

[
N∑
i=1

CCi

]
, with CCi = 100×

[
1− d (Pi, Pc)

d (O, Pc)

]
, (2.2)

where Pi is the center of the speaker’s face in i-th frame, and O and Pc are

the origin and center of the image plane, respectively. Here d(·, ·) denotes the

distance function of two given points in Euclidean space.

2.4.2.3 Length Consistency

The accuracy of speaker detection can be further improved by considering the

consistence between the length of a candidate face tracklet and the length of

speaking time of a speaking subtitle segment. We call this length consistency

(LC). Similar to MSD and CC, the candidate face tracklet with a higher LC is
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more likely to be the true speaker. We compute the length consistency as follows

LC =
1

|L− Lstd|
, with


Lstd =

Lwords · Fvideo

Vspeaking
,

Vspeaking =
Ltotal words

T
,

(2.3)

where L is the length of the candidate face tracklet, Lwords for # of the spoken

words within the current subtitle segment, and Ltotal words the total # of words

in the input video, T the total speaking time in the input video, Fvideo the frame

rate of input video, and Vspeaking the average speaking speed in the input video

(i.e., the number of words spoken in unit time).

2.4.2.4 Audio-Visual Synchrony

Previous work [28, 105] has demonstrated that audio cues and video cues can be

combined to enhance the understanding of an environment. For example, sounds

appear to correspond to motion synchronous with acoustic stimuli. Audio-visual

(AV) synchrony has been used to resolve speaker localization [73] by computing

the synchronization score of audio with the lower half of the faces, with audio-

visual co-occurrence measured by the synchronization score AV of time slot ∆ =

[T1, T2] which is computed as

AV = 〈ya(t), yv(t)〉 , with t ∈ ∆, (2.4)

where ya, yv are the audio and visual feature vectors and 〈·, ·〉 indicates the scalar

product between the vectors.

Speaker detection that is solely based on lip motion [46] relies too much on

the accuracy of the mouth region detection and therefore may fail for complex

scenes. Our method includes center contribution and length consistency features,

and we further improve speaker detection by examining audio-visual synchrony.

Moreover, unlike Monaci [73], we use extended facial landmarks [100] for better

prediction of the motion region instead of using only the lower half of the face

when examining audio-visual synchrony. This will help to filter out any motion
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disturbance in the background, especially when speakers or cameras are moving.

Our method also compensates for the errors due to poor face detection and facial

landmarks (see Figure 2.6).

Figure 2.6: Improving audio-visual synchrony through better motion region
prediction. First row: motion region (light pink area) used by Monaci [73].
Second row: better motion region (light yellow area) prediction based on facial
landmarks (red points) from our method. Copyright info: Screenshots from

“Friends” TV series c©Bright/Kauffman/Crane Productions and Warner Bros. Television.

For better accuracy and efficiency, we chain the four features above in a cascade

in the following order: lip motion, center contribution, length consistency and

audio-visual synchrony (see Figure 2.7). The process can be seen as a degen-

erate decision tree [103]. The design of this cascade structure is based on our

observation that the majority of the candidate speakers are non-speakers and
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only candidate speakers that satisfy the current constraint pass to the next level.

We put lip motion first in the cascade because it can effectively reject most non-

speakers. Center contribution and length consistency are put second and third

in the cascade as they can be evaluated very quickly. Audio-visual synchrony

is placed last in the chain because this evaluation is more time-consuming. Ex-

periments have also shown that a cascade in this order gives the top three best

results among all combinations at the same time with relatively fast speed. De-

tailed implementation is shown in Algorithm 11.

Figure 2.14 shows the performance improvement in speaker detection accuracy2.

The left figure shows the effect of adding the center contribution, length con-

sistency and audio-visual synchrony (with better motion prediction) besides lip

motion, and the right figure shows our speaker detection accuracy compared with

previous methods [46, 73]3. Overall, our speaker detection method outperformed

these two methods.

Candidate
speakers

T T T

F F F F

Reject: non-speakers

Accept: speaker
T

Figure 2.7: Schematic depiction of our cascade speaker detection method.
Only candidate speakers that pass the current test will go through to the next

level.

1We apply θ1 = 20, θ2 = 2.5, θ3 = 2, θ4 = 0.1, θ5 = 2 throughout.
2Speaker detection accuracy is computed in terms of video segments. It is considered to

be correct for those video segments where the subtitle is put in the default position (i.e., the
bottom of the screen) when no speaker is detected.

3Hong et al. [46] used only the lip motion feature (i.e., MSD) for speaker detection.



Chapter 2. Speaker-following Video Subtitles 20

Algorithm 1: Speaker detection algorithm.

Input : N face tracklets, each of which stands for a speaker candidate.
Output: The speaker (tracklet) or no speaker.

1 Compute MSD feature for each face tracklet.
2 Delete all tracklets whose MSD < θ1 (assume remaining N1 tracklets

after this).
3 if N1 >= 2 then
4 Delete all tracklets whose MSD ∗θ2 < maxMSD (assume remaining

N2 tracklets after this).
5 if N2 >= 2 then
6 Compute CC feature for each face tracklet.
7 Delete all tracklets whose CC ∗θ3 < maxCC (assume remaining N3

tracklets after this).
8 if N3 >= 2 then
9 Compute LC feature for each face tracklet.

10 if maxLC −secondmaxLC > θ4 then
11 return the tracklet with maxLC .
12 else
13 Compute motion region based on facial landmarks for

each tracklet.
14 Compute AV feature for each face tracklet
15 if maxAV > θ5 then return the tracklet with maxAV .
16 else return no speaker.

17 else if N3 == 1 then return current tracklet.
18 else return no speaker.

19 else if N2 == 1 then return current tracklet.
20 else return no speaker.

21 else if N1 == 1 then return current tracklet.
22 else return no speaker.

2.5 Subtitle Placement

Generally speaking, our goal is to place subtitles close to their corresponding

speakers. There are several considerations in attaining this goal:

• In each frame, the subtitle should be close enough to its speaker so not to

cause any confusion that it is spoken by another person;
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• Across consecutive frames, the overall distance between all subtitle place-

ments should be small to reduce eyestrain;

• Subtitles should not be placed near screen boundaries so as not to detract

the viewer from the central viewing area; and

• Subtitles should not occlude any important visual contents (e.g., faces).

In this section, we shall present an optimization framework (detailed in in Algo-

rithm 2) for subtitle placement. First, we shall explain some preprocessing steps

before performing subtitle placement. The following operations are needed to

process the input video file and the subtitle file.

1. Split a speaking video segment when the speaker moves significantly during

a subtitle segment;

2. Split a subtitle segment if there is a major shot change in the corresponding

video segment;

3. Split a subtitle segment when it corresponds to multiple speakers; and

4. Refine the display time of a subtitle from the provided timing information.

Algorithm 2: Subtitle placement algorithm.

Input : Speaker detection result (i.e., face tracklets for each subtitle
segment).

Output: Positions for subtitle placement at each subtitle segment.

1 foreach subtitle segment do
2 Determine the proper rectangle to hold the subtitle4.
3 Compute candidate positions for placing the subtitle.

4 Compute the optimal positions of subtitle based on candidate positions.

5 return the position of each subtitle segment.

4Similar to Hong et al. [46], we use a rectangle to bound the subtitle and an arrow to the
speaker to avoid confusion. The dimensions of the bounding rectangle of the subtitle can easily
be determined by processing the subtitle text based on its length and font.
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2.5.1 Computing Candidate Subtitle Positions

Any position close to the speaker may be a good subtitle position. In order

to reduce the search space for better efficiency, we only consider the following

eight candidate positions around the speaker’s face: above left, above, above

right, below left, below, below right, left and right, which are indicated by the

yellow dots in Figure 2.8). Note that the exact locations of these eight candidate

positions are computed based on the speaker’s location and size of the speaker’s

face and the length and font size of the subtitle.

Figure 2.8: Candidate positions for the placement of the subtitle around
the speaker’s face. Speaker (yellow rectangle), non-speaker (red rectangle),
candidate subtitle positions (yellow circles, 8 positions in our experiment).
Copyright info: Screenshot from movie “Erin Brockovich” c©Universal Pictures (USA) and

Columbia Pictures (International).

2.5.2 Subtitle Position Optimization

Subtitle position optimization is the key step in Algorithm 2. We take into

account layout information to obtain the best position to place the subtitle.

Here, we assume that each subtitle will be assigned a fixed position.
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2.5.2.1 Local Optimization

Locally, we require the subtitle to be close to the speaker and far away from

non-speakers. Let P denote the optimal subtitle position of the current subtitle

segment, PS the speaker’s position, and PNSk
(k = 1, 2, ...,K) the positions of the

K non-speakers in the scene. The energy function of P due to local optimization

is defined as

Elocal = d(P, PS) −
K∑
k=1

d(P, PNSk) (2.5)

2.5.2.2 Position Consistency Over Time

We require that the positions of consecutive subtitles do not change their posi-

tions too much across consecutive frames in order to alleviate eye-strain. To this

end, we constrain subtitles of subsequent speaking video segments to follow the

positions of the preceding subtitles. Let Ppre opt denote the optimaized position

of the preceding subtitle. Then the energy function due to this consideration is

defined as

Eglobal = d(P, Ppre opt) (2.6)

2.5.2.3 Layout with Respect to Screen Boundary

Subtitles should not be placed at the screen boundaries in order to allow the

viewer to focus more on the central viewing part of the screen. This preference

is reflected in following energy function:

Elayout = d(P, boundary) (2.7)

Now, combining these three energy terms, we defined the following total energy

function.

min E = w1 · Elocal + w2 · Eglobal + w3 · Elayout. (2.8)
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We use 1.0 for w1 and w2, -1.0 for w3 for all our experiments. General speaking,

higher w1 will generate subtitles better following the speakers, higher w2 for more

position-consistent subtitles among different subtitle segments to help reduce

eye-strain and higher w3 for subtitles further away from screen boundaries. We

minimize this function to compute the optimized position of the current subtitle.

2.5.3 Some Further Considerations

2.5.3.1 Advanced Video Segment Splitting

When the speaker moves around during a subtitle segment, we would still like to

have the subtitle tagged to the speaker. However, rather than letting the subtitle

float with the speaker, we split both the subtitle segment and its corresponding

speaking video segment into shorter segments. Such subtitle segments are first

identified, based on the speaker tracklet, and are split into shorter subtitle seg-

ments. Then the positions of these shorter subtitle segments are determined

using the same procedure (Algorithm 2) as for the normal subtitles, so that the

viewer can better follow the moving speaker together with the subtitles. Note

that, the position of each short subtitle is fixed for each small video segment.

Two such examples are shown in Figure 2.10.

2.5.3.2 Shot Change Handling

A significant shot change in TV/movies may make a speaker appear or disappear.

In this case, subtitle positions need to change accordingly. For example, it should

be placed at a default position (such as the bottom of the screen) if the speaker

disappears after a shot change. We propose a simple shot change detector for

video segments solely based on color histogram (see Algorithm 35) instead of

using shot change detectors based on complex models [27, 32, 92]. Our shot

change detector proves to be accurate enough even for some very challenging TV

5We computed the correlation coefficient as the similarity of their RGB color histogram and
applied a threshold of 0.99.
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series such as “Friends” and “The Big Bang Theory”, as shown in Table 2.1.

Some results of detected shot changes are shown in Figure 2.9.

Algorithm 3: Shot change detector for video segments.

Input : A video segment.
Output: All shot change positions.

1 foreach pair of adjacent two frames do
2 Compute the similarity of their color histogram as δ.
3 if δ < threshold then
4 Label the second frame as a shot change position.

5 return all these labeled positions.

Table 2.1: Performance of our shot change detection procedure. The ground
truth of shot changes are manually labeled in our experiments.

Video Input True Detected False Missed Recall Precision

Friends S01E05 115 105 3 13 88.70% 97.14%

Friends S01E13 103 96 2 9 91.26% 97.92%

Friends S10E15 106 108 3 1 99.06% 97.22%

The Big Bang
Theory S03E05

31 32 1 0 100% 96.88%

Based on the shot change detection, video segments are further split into shorter

video segments, each of which has no big significant shot changes and the subtitle

position in it can be kept relatively constant. After splitting, the video segment

containing the scene that has the longest time overlap with the speaking video

subtitle will be assigned the subtitle. The subtitle for all the other video segments

will be set at a default position (e.g., the bottom of the screen). Some sample

outputs are shown in Figure 2.11.

2.5.3.3 Splitting Multiple Speakers

There are often two or more speakers in a single subtitle segment, such as in the

second example in Figure 2.4, where different speakers are denoted by a ‘-’ in

these segments. In this case, we split such a subtitle segment into different parts
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Figure 2.9: Results of shot change detections. Each two rows show a video
segment. The first frame of the shot change is marked by a red rectangle with
a yellow shade. There is one shot change in the first video segment and two
shot changes in the second segment. Copyright info: Screenshots from “Friends”

TV series c©Bright/Kauffman/Crane Productions and Warner Bros. Television.

corresponding to different speakers, using the separating character ‘-’. Accurate

active speaking time for each speaker is determined based on all the face tracklets

of the whole segment. Then, within each small time range, Algorithm 1 is used

to find the specific speaker. One example is shown in Figure 2.12.

2.5.3.4 Refining the Speaking Time

The time information in the subtitle file is usually not the actual speaking time

but only provides an approximate interval to show the subtitle on screen. The

time interval is manually specified and is normally longer than the actual speak-

ing time, with extra time padded at the beginning and the end. We refine the
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speaking time based on the span of the speaker tracklet, which is more reliable

and coherent with the video content. Some examples are shown in Figures 2.10,

2.11 and 2.12.

2.6 Experiment Results and Discussion

We tested our system on a variety of professional videos including those in which

people speak very fast and move quickly. The videos were from the follow-

ing TV series and movies: “Friends”, “The Big Bang Theory”, “Kramer vs.

Kramer”, “Erin Brockovich”, “Up in the Air”, “The Man From Earth”, “Scent

of a Woman” and “Lions for Lambs”. All these video clips can be accessed at

the website6. Some sample outputs (TV/movie screenshots) are shown in Figure

2.10, 2.11, 2.12 and 2.13.

2.6.1 Speaker Detection Accuracy

We have introduced four new features for speaker detection. Their contributions

to improving detection accuracy are shown in Figure 2.14. The center contribu-

tion improved the speaker detection accuracy by 0.5%–2.5%, length consistency

improved accuracy by 1.5%–4%, and audio-video synchrony with better motion

prediction improved accuracy by 3.5%–6.5%. Taken together, our speaker detec-

tion method outperformed Monaci [73] by 8.5%–20.5% and Hong et al. [46] by

7.5%–17%.

2.6.2 Subtitle Placement

In the previous method [46], subtitles are positioned in the least salient region

around the speaker based solely on a saliency map. This performs well only

with a relatively simple background. For videos with a complex background

such as the example shown in Figure 2.15, the subtitles generated that way

6https://sites.google.com/site/smartsubtitles/

https://sites.google.com/site/smartsubtitles/
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Figure 2.10: Sample results of our system. We highlight two real-life examples
in each column to show our ability to split a video segment when the speaker
moves significantly during a subtitle segment. Black/white bars are the active
time (active in black, non-active in white). Copyright info: Screenshots of the

first column from “Friends” TV series c©Bright/Kauffman/Crane Productions and Warner

Bros. Television and second column from YouTube video https://www.youtube.com/watch?

v=v0y1rZXthmI.

https://www.youtube.com/watch?v=v0y1rZXthmI
https://www.youtube.com/watch?v=v0y1rZXthmI
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Figure 2.11: Sample results of our system. We highlight two real-life examples
in each column to show our ability to split a subtitle segment where there is a
major scene change in the video segment. Black/white bars are the active time
(active in black, non-active in white). Copyright info: Screenshots of the first

column from movie “Kramer vs. Kramer” c©Columbia Pictures and second column from

YouTube video https://www.youtube.com/watch?v=7R4xhwy-1oI.

may block some faces. In contrast, our subtitle placement procedure is more

robust for complex backgrounds. The local energy term in Equation 2.5 tends

to position the subtitle close to the speaker and at the same time far away from

non-speakers, thus lessening confusion and reducing eyestrain. Furthermore, our

subtitle placement algorithm is consistent across frames thanks to the global

energy term in Equation 2.6.

https://www.youtube.com/watch?v=7R4xhwy-1oI
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Figure 2.12: Sample results of our system. We highlight two real-life examples
in each column to show our ability to split a subtitle when it corresponds to
multiple speakers. Black/white bars are the active time (active in black, non-
active in white). Copyright info: Screenshots of the first column from movie “Up

in the Air” c©DW Studios, The Montecito Picture Company and Rickshaw Productions and

second column from YouTube video https://www.youtube.com/watch?v=CXP6KU4urgE.

2.6.3 Limitations

Our system cannot always correctly handle scenes where there are no speakers

such as subtitles from a gramophone or a telephone message. If the speaker

detection algorithm does not detect a speaker, then our system can still correctly

put the subtitle into the default bottom screen position. However, if people in

the scene move in such a way that confuses the speaker detection algorithm, our

system may assign the subtitle to a wrong speaker, causing misunderstanding.

https://www.youtube.com/watch?v=CXP6KU4urgE
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Figure 2.13: Sample results of our system. We highlight several real-life
examples to show our ability to handle subtitles of different languages, includ-
ing English in first two rows, Chinese in third row and German in last row.
Copyright info: Screenshot of the left one in the first row from movie “Scent of a Woman”
c©City Light Films, the right one in the first row from “The Big Bang Theory” TV series
c©Chuck Lorre Productions and Warner Bros. Television, the second row from movie “Lions
for Lambs” c©United Artists, Cruise/Wagner Productions, Andell Entertainment, Brat Na
Pont Productions and Wildwood Enterprises, the left one in the third row from movie “Erin
Brockovich” c©Universal Pictures (USA) and Columbia Pictures (International), the left one
in the fourth row from movie “Up in the Air” c©DW Studios, The Montecito Picture Com-
pany and Rickshaw Productions and the other two right ones of last two rows from movie

“The Man From Earth” c©Anchor Bay Entertainment and Shoreline Entertainment.



Chapter 2. Speaker-following Video Subtitles 32

1 2 3 4 5 6 7 8

0.7

0.75

0.8

0.85

0.9

0.95

Video Index

S
p

e
a
k
e
r 

D
e

te
c
ti

o
n

 A
c
c

u
ra

c
y

 

 
AV

MSD

MSD+CC

MSD+LC

MSD+CC+LC

MSD+CC+LC+AV

our

1 2 3 4 5 6 7 8

0.7

0.75

0.8

0.85

0.9

0.95

Video Index

S
p

e
a
k
e
r 

D
e
te

c
ti

o
n

 A
c
c
u

ra
c
y

 

 
[Monaci 2011]

[Hong et al. 2010]

our

Figure 2.14: Performance comparison in terms of speaker detection accuracy.
Up: performance improvement of different features. Bottom: performance
improvement compared with the previous method. Video indexes 1 to 8 refer
to the TV clips from “Friends S10E15” and “The Big Bang Theory S05E16”,
and the movie clips from “Kramer vs. Kramer”, “Erin Brockovich”, “Up In
The Air”, “The Man From Earth”, “Scent of a Woman” and “Lions for Lambs”
respectively. Ground truth speakers are manually labeled in our experiments.
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Figure 2.15: Use of saliency map in a complex background. Left: a screen
shot of the TV clip “The Big Bang Theory S05E16”; Middle: a saliency map
used in the method by Hong et al. [46]; Right: subtitle placement by our
method (yellow shadowed rectangle) vs. that by Hong et al. [46] (green
shadowed rectangle) for the speaker (yellow rectangle), red rectangles are non-
speakers. The subtitle placement by the method of Hong et al. [46] mistakes
the non-speaker #3 to be speaking and blocks non-speaker #4, thus confusing
the viewer. Copyright info: Screenshots from “The Big Bang Theory” TV series

c©Chuck Lorre Productions and Warner Bros. Television.
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2.7 Conclusion

To enhance video viewing experience, we have developed an automatic system to

place video subtitles next to their corresponding speaker. The proposed system

detects and localizes speakers, and then computes optimal positions to place

the subtitles. Improving the performance of both the speaker detection step

and subtitle placement step enables a better presentation of video subtitles in

TV and movies. A comprehensive usability study (see detailed information in

Section 4.1) with 219 users validated the effectiveness of our system.

Claim: the presented material in this chapter has been published in [47].



Chapter 3

Multimodal Speaker Naming

using Convolutional Neural

Networks

Automatic speaker naming is the problem of identifying the name of each speaker

present in a TV/movie/live show video. It is challenging because there can be

big appearance variations of each character, especially in multi-season TV series.

Although previous approaches demonstrated promising performance in some spe-

cial videos with simple scenes, their performance is degraded in complex scenes

due to their high dependency on face tracking and facial landmark detection.

We propose a novel convolutional neural networks (CNN) based learning frame-

work to automatically learn the fusion function of both faces and audio cues.

Extensive experiments on our new multi-modal dataset indicate that our pro-

posed method can achieve state-of-the-art performance (over 90%) in speaker

naming without using face/person tracking, facial landmark localization or sub-

title/transcript, thus making it suitable for real-life applications.

35
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3.1 Introduction

Identifying speakers, or speaker naming, in movies, TV series and live shows is

a significant problem, since speaker identity is an important cue in lots of high-

level video processing/analysis tasks, including semantic indexing, retrieval [116]

and summarization [117]. Recently, some multimedia content providers, such as

Amazon/IMDb [1] and Google Play [2], have had the ability to provide additional

cast and characters information for movies and TV series during playback, which

can be achieved by the combination of face tracking, identification and crowd

sourcing.

As noted by previous authors [30], automatic speaker naming is extremely chal-

lenging because there are normally large changing of visual appearance including

variation attributes in illumination, pose, scale, expression, dress, hair style and

accessaries over the characters. In addition, problems with video acquisition,

such as motion blur and poor image quality, make the matter even worse. Pre-

vious studies using only a single visual cue, such as face features, have failed to

generate satisfactory results.

Movies, TV series and live shows are all multimedia data consisting of multi-

ple sources of information, such as image frame, video sequence, audio, subtitle

and transcript. It is therefore natural to combine these multiple sources of in-

formation to solve the speaker naming problem. In particular, audio provides

reliable supplementary information for speaker naming task because it is closely

associated with the video.

We propose a new method based on convolutional neutral networks (CNN) for ad-

dressing the speaker naming problem, that is, identifying each speaker appearing

in a video/movie or a live show with a name from a fixed list. Unlike other pre-

vious methods making use of multimedia data, our method automatically learns

the fusion function of both face and audio cues and achieves the state-of-the-art

performance without using face/person tracking, facial landmark localization or

subtitle/transcript. Our system is also trained end to end, providing an effective

way to generate high quality intermediate unified features to distinguish outliers.
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Figure 3.1: Multimodal learning framework for speaker naming. Copy-

right info: Screenshots from “Friends” TV series c©Bright/Kauffman/Crane Productions and

Warner Bros. Television.
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3.2 Previous Work

Automatic character/speaker naming in TV series, movies and live shows has

received increasing attention in the past decade. In previous works [7, 14, 31,

34], character/speaker naming was considered as an automatic face recognition

(AFR) problem. These works followed the typical AFR pipeline to detect and

segment faces, localize facial landmarks, extract certain features and finally clas-

sify the faces. Due to large appearance variations of faces in movies and TV

series, all these methods have difficulty matching the performance of AFR.

Recently, more researchers have tried to make use of video context to increase the

accuracy of character or speaker naming. Most of these works focused on naming

face tracks [11, 30, 86, 95, 96, 112]. Bauml et al. [11, 16] extended face tracks

to person tracks to increase coverage. Besides face tracks and person tracks,

other sources of information embraced in multimedia data, such as subtitle and

transcript [11, 16, 25, 30], voice [96] or action [16] of actor/actress, have also

been used to improve performance.

In [30], cast members in video are automatically labelled by first detecting the

speakers and then aligning them with transcripts and subtitles to resolve their

identities. Several work has been done by following and further refine this strat-

egy [25, 95]. In [95], they trained a character specific multiple kernel classifier

to tackle this problem. Bauml et al. [11] use a similar method to automatically

identify the obtained face tracks, and determine which one is speaking. However,

the ability of identifying such face tracks are very limited, where normally less

than 30% of the total face tracks can be assigned [11]. That is because speaker

detection relies heavily on lip movement detection, which is not reliable for videos

of low quality or videos with large face pose variation.

In [96], Markov Random Field (MRF) is used to model each episode of the TV

series in a probabilistic style, which combines face recognition, clothing appear-

ance, speaker recognition and contextual constraints together. An minimization

problem is then applied to formulate the identification problem. In [11], they
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propose a unified learning framework to resolve multiclass classification prob-

lem. It’s achieved by integrates labeled and unlabeled data input, together with

constraints between feature pairs in the training stage, which is further applied

to train multinomial logistic regression classifiers to handle multi-class face recog-

nition task. Bojanowski et al. [16] utilize scripts as weak supervision to learn

a joint model of actors and actions in movies for character naming. It demon-

strated significant improvements over previous methods by extracting features

from tracked faces together with corresponding motion. Although these methods

try to solve character or speaker naming problem in new machine learning frame-

works, they still heavily rely on accurate face/person tracking, motion detection,

landmark detection and aligned transcripts.

Unlike all these previous works, our approach does not rely on face/person

track and does not need motion detection, facial landmark localization or sub-

title/aligned transcript. With only the input of cropped face regions and cor-

responding audio segment, our approach recognizes speaker in each frame in

real-time.

3.2.1 Contributions and Overview

Our main contributions are:

1. a novel CNN based framework which automatically learns high quality

multimodal feature fusion functions;

2. a systematic approach to reject outliers for multimodal classification tasks

typified by speaker naming;

3. a state-of-the-art system for practical speaker naming applications with

accuracy over 90%, and

4. a large multi-modal set of faces and voice data with large variability in

pose, illumination, facial expression, accessory, occlusion, image quality,

scene and age.
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The remainder work in this chapter is structured as follows. Our multimodal

CNN learning framework is introduced in Section 3.3. In Section 3.4, a new

large-scale multimodal face+audio dataset derived from a 10-season TV series is

introduced. We show experimental results Section 3.5, followed by the conclusion

in Section 3.6.

3.3 Multimodal CNN Learning Framework

The goal of this study is to build a system which is able to accurately and

efficiently recognize speakers among a number of subjects in real world video

streams with soundtracks. It is a challenging problem because it is not reasonable

to directly formulate it as a standard classification or a feature matching problem.

A single face classifier only tells the identity of one subject, however, there might

be multiple subjects in the scene among which only one of them is the speaker.

Our approach is a learning based system in which we fuse the face and audio

cues in the feature extraction level. The face feature extractor is learned from

data rather than handcrafted. Then our learning framework is able to leverage

both face and audio feature extractors and learns a unified multimodal feature

extractor. This enables a larger learning machine to learn a unified multimodal

classifier which takes both face image and speaker’s sound track as inputs. In

practical applications, it is not uncommon to encounter multimodal samples with

mismatched identity (e.g., person A’s face with person B’s audio), therefore it’s

important for the framework to incorporate the function of identifying those type

of samples to ensure high classification accuracy. The overview of our learning

framework is illustrated in Figure 3.1.

The following subsections elaborate our detailed design of the components in

this framework and the algorithm to train it. In the experiment section, we

will report the superior properties of this framework and the effectiveness of the

system in carrying out speaker naming.
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3.3.1 Multimodal CNN Architecture

We adopted convolutional neural networks (CNN) [59, 65] as the baseline model

in our learning machine. While various learning algorithms may fit in our mul-

timodal learning machine, several unique characters of CNN make it a superior

candidate including

1. It is an end to end learning machine tailored for vision tasks. It not only

efficiently processes the imagery data by sharing weights, it also allows one

to train image feature extractors and classifiers in a holistic fashion.

2. CNN is vectorizable. Fully vectorized CNN usually brings 10× to 40×
speed up by offloading the computation to modern graphics processing

units (GPU) [59]. This is very important for video processing applications.

3. As we will see shortly, CNN’s architecture is inherently extensible.

This makes our extension to multimodal learning concise, efficient but powerful.

The role of CNN in our framework is two-fold. Firstly, it learns a face feature

extractor from face imagery data so that we have a solid face recognition baseline.

Secondly, it combines both face feature extractor as well as the audio feature

extractor and learns a unified multimodal classifier.

Figure 3.2 illustrates CNN’s architecture and our extension for multimodal pro-

cessing. In the trainable face feature extractor part, each layer of the network

can be expressed as

Nc(I) = σ(P(σ(I ∗K l + bl))), l = 1, 2, ..., n, (3.1)

where I denotes the input for each layer. I is usually a 3D image volume, namely

3-channel input images when l = 1, multi-channel feature maps when 1 < l ≤ n.

K l and bl are the trainable convolution kernels and trainable bias term in layer

l respectively. σ represents the nonlinearity in the network, which is modeled

by a rectifier expressed as f(x) = max(0, x). P is a pooling function which

subsamples the inputs by a factor of 2. Same nonlinearity is applied after the
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Figure 3.2: Multimodal CNN architecture.

pooling function. When l = n the output of Nc(I) is an one dimensional high

level feature vector.

For extracting the audio features, mel-frequency cepstral coefficients (MFCCs)

[26] are applied. The MFCCs of one audio frame is also a one dimensional feature

vector. This allows us to ensemble a unified multimodal feature by stackingNc(I)

and MFCCs together.

It is worth noting that the stacking of the face feature with MFCCs in this stage

is non-trivial in terms of the classification. The reason is the ensuing trainable

classifier essentially learns a higher dimensional nonlinear features representation

of the previous layer by mapping the stacked multimodal feature to a feature

space with higher dimensions. It can be expressed as

Nf (F) = σ(F ·W l + bl), l = n+ 1, n+ 2, ...,m, (3.2)

where F is the stack of face feature and MFCCs with the layer l = n + 1, and

m the number of fully connected layers. When n + 1 < l < m we impose the

following constraint, Dim(F l−1) < Dim(F l) where Dim() denote the dimension

of the intermediate feature vector, which promotes the learning of higher dimen-

sional feature mapping during training. Such feature mapping is realized by the



Chapter 3. Multimodal Speaker Naming using CNN 43

trainable weights W and b as well as the nonlineary σ. The system outputs the

decision values of each class label by going through a softmax layer when l = m.

The cross-entropy error function
∑n

i=0 ln(oi) · ti is used as the error function dur-

ing training, where oi is the ith element in Nf (F), t is the ground truth class

label.

3.3.2 Learning Multimodal CNN

Though the conciseness of the model, one key insight of this approach is the whole

system is trained end to end such that the influence of face feature extractor and

MFCCs to the whole network is interwinding through learning.

3.3.2.1 Learning Procedure

During the feed-forward pass, the computation of the error function reflects the

influence of both face feature extractor and MFCCs by going through the proce-

dure described in Equation 3.2. During training, such collectively accumulated

error will not only be propagated back to the classification layers of the net-

work it will also influence the face feature extractor. Concretely, during back-

propagation, when computing the error derivative

δl =
∂E

∂σl
· ∂σl

∂al−1
, l = 1, 2, ...,m, (3.3)

where E is the error function, a is the activation of the layer l − 1, δn+2 to δm

will directly influence the updates of the weights in the classification portion of

the network. On the other hand, when further propagating the error back to

the face feature extraction portion of the network, though the computation of δn

directly depends on the connected fraction of δn+1, we should notice that δn as a

whole is significantly influenced by the automatically learned multimodal feature

in which MFCCs is a major player. As a result, the updates of the weights in

the face extractor portion in the network will be driven by both face and audio
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cues. During training stochastic gradient descent (SGD) is used for optimization

and a large number faces and audio samples are exposed to the network.

3.3.2.2 Multimodal Feature Extraction

One important character of the CNN based classifier is its intermediate layers are

essentially high level features extractors. A number of previous studies [76, 114]

showed that such high level features is very expressive and can be applied in

tasks such as recognition and content retrieval. It was not clear if such high level

feature extraction mechanism works well in the context of multimodal learning.

We will show in our experiments that our method is able to generate high quality

multimodal features which is highly expressive in distinguishing outlier samples.

This discovery forms one of the most important building blocks of making our

system superior for real life speaker naming applications.

3.4 Multimodal Face+Audio Dataset (MUD4SN)

3.4.1 Properties

MUD4SN is a large-scale multimodal face+audio database with a large range of

variations built upon two well-known TV series namely “Friends” and “The Big

Bang Theory”.

3.4.1.1 Multimodal

For each subject in our dataset, we not only provide the face images, but also

his/her speaking audio. Multimodal information has shown improved perfor-

mance in many applications like image classification [44], human tracking [118],

speaker detection [47], etc.
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3.4.1.2 Scale

In total, our dataset contains 427, 068 face images and corresponding speaking

audio segment extracted from over four hours videos of eleven episodes from two

TV series (“Friends” and “The Big Bang Theory”). We extract the face images

and audio for the eleven leading actors/actresses (six for “Friends” and five for

“The Big Bang Theory”). There are over 38K face images for each subject in

average. All images are in PNG format and audio in WAV.

3.4.1.3 Diversity

Faces built from archival videos have “natural” variability in pose, illumination,

facial expression, accessory, occlusion, quality and scene [86]. Especially for

“Friends”, the whole TV series of 10 seasons is taken over a large time range

of 10 years. To leverage such a long time span, we intentionally selected five

episodes that spans the whole range, namely S01E03 (Season 01, Episode 03),

S04E04, S05E05, S07E07 and S10E15. This further makes our dataset cover

large aging variability. Image samples of our dataset can be seen in Figure 3.3,

in which we categorize our face images in terms of different variation types.

3.4.1.4 MUD4SN and Related Datasets

Lots of face datasets have been available for research purpose. However, most of

them are either captured in controlled setting [17, 37, 71, 83, 94] or too narrow

in variability [8, 53] or both [72]. LFW [50], PersonID [11], PubFig [60] and

YouTube Faces [111] are good candidates with large variations, but none of

them are multimodal. Also, none of them has the large variation in terms of

aging of subjects as MUD4SN that provides ten years of aging for the “Friends”

part, though REPERE Corpus [39] can be viewed as a good candidate for person

recognition. In addition, most of them have limited number of images per subject

though they provide much broader in terms of subjects. Detailed comparison of

our dataset with previous ones can be seen in Table 3.1.
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Table 3.1: Detailed comparison of our dataset with available ones. Among
the variability attributes, Po is short for pose (view points), Il for illumination,
Ex for facial expression, Ac for accessory (including hat, jewelry and hair style),
Oc for occlusion, Sa for image scale, Qu for image quality, Se for image scene
(background), Ag for aging, MM for multimodal and NPS for number of images
per subject. For all attributes, we only consider them on the same subject, e.g.,
aging varying across different subjects will not be counted as holding aging
variability. For Agi attribute, the time is also given with abbreviation of w for
weeks, m for months and y for years. For NPS , average values are used and
? means it cannot be directly obtained from the dataset as it provides videos

instead of images.

Dataset Po Il Ex Ac Oc Sa Qu Se Ag MM NPS

AR Face [69] X X X X (2w) 26
BANCA [8] X X X (3m) X ?
CAS-PEAL
Face [37]

X X X X 30

CMU PIE
[94]

X X X 60

CVL Face
[81]

X X 7

FERET [83] X X X X X X X (2y) 5− 11
BIOID [53] X X X 66
IAM Faces
[3]

X 10

JAFFE [66] X 7
KFDB [17] X X X 52
LFW [50] X X X X X X X X 2
MUCT [72] X X 10− 15
ORL
(AT&T)
[90]

X X X X 10

Physics-
Based Face
[68]

X 19

PubFig [60] X X X X X X 300
Richard’s
MIT [4]

X X 6

UMIST
Face [43]

X 19− 36

XM2VTS
Face [71]

X X X (5m) X ?

Yale Face B
[38]

X X 576

YouTube
Faces [111]

X X X X X X X X 390

Ours X X X X X X X X X (10y) X 40059
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pose
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scene

quality

occlusion

accessory

Figure 3.3: Image samples of our dataset.

3.4.2 Constructing MUD4SN

Like LFW [50], PersonID [11] and YouTube Faces [111], our faces and their

corresponding audio are obtained from unconstrained archival videos, from over

four hours videos of eleven episodes of two TV series, naming “Friends” and “The

Big Bang Theory”. The eleven episodes that we selected are S01E03 (Season

01, Episode 03), S04E04, S05E05, S07E07, S10E15 from “Friends” and S01E01,

S01E02, S01E03, S01E04, S01E05, S01E06 from “The Big Bang Theory”.
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3.4.2.1 Collecting Face Images

For “Friends”, we first ran a multi-view face detector [102] and then manually

assigned their identifies. For “The Big Bang Theory”, we adopt the face anno-

tations provided by [11]. To be able to span long time of aging and keep a high

quantity per subject, we only keep the face images of the six leading actors/ac-

trees for “Friends”, i.e. Rachel, Monica, Phoebe, Joey, Chandler and Ross, and

five leading actors/actrees for “The Big Bang Theory”, i.e. Sheldon, Leonard,

Howard, Raj and Penny.

3.4.2.2 Collecting Speaking Audio

We extract the audio segment based on the timing information from the asso-

ciated video subtitles. Minor timing shifts are done in order to filter out noise

(e.g. laughter) on both ends to make the speaker’s voice clearly stand out. One

audio segment is further split into multiple parts if it contains several speakers

in the single subtitle segment. Their identities are then manually assigned. All

the audio data are further re-sampled to 16 kHz.

3.5 Experiments

3.5.1 Experimental Setup

For all the experiments in this chapter, faces and audio from the four videos

including “Friends S01E03”, “Friends S04E04”, “Friends S07E07” and “Friends

S10E15” serve as the training set and those from video “Friends S05E05” as the

evaluation set.

We conduct three experiments to evaluate our system in terms of evaluating

the performance of (1) face recognition; (2) identifying non-matched face-audio

pairs and (3) real world speaker naming respectively. For face recognition us-

ing both face and audio information, we only identify matched face-audio pairs.

We further show how our model be able to classify matched face-audio pairs
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from non-matched ones. It is worth noting that the first two experiments pro-

vide solid foundations towards achieving promising performance in our third real

world experiment. It also justifies the effectiveness of the building blocks in our

resulting system. And finally, in experiment 3 we illustrate the performance of

our framework applied in real-life speaker naming problem.

Our CNN’s detailed setting is described as follows. The network has 2 alter-

nating convolutional and pooling layers in which the sizes of the convolution

filters used are 15 by 15 and 5 by 4 respectively. The connection between the

last pooling layer and the fully connected layer uses filters of size 7 by 5. The

number of feature maps generated by the convolutional layers are 48 and 256

respectively. For fully connected layers, the number of hidden units are 1, 024

and 2, 048 respectively. Such architecture requires more than 11 million trainable

parameters. All the bias terms are initialized to 0.01 to prevent the dead unit

caused by rectifier units during training. All the other parameters are firstly

initialized within the range of −1 to 1 draw from a Gaussian distribution and

then scaled by the number of fan-ins of hidden unit they connect to. Average

pooling of factor 2 is used throughout the network.

3.5.2 Face Model

We first evaluate our face model for face recognition purpose. To start, we

tested on the small sized face images of our dataset. Specifically, by randomly

selecting, 95, 000 images are used for training and 26, 719 ones for testing. To

better evaluate our method, we also tested four previous algorithms under the

same setting, including Eigenface [99], Fisherface [12], LBP [5] and OpenBR1

[58].

Results are shown in the second column in Table 3.2 and their corresponding

confusion matrices in Figure 3.4. We can see that all previous four algorithms

fail to work well (all < 70%), on the other hand, our method works better

for every subject and achieves an overall accuracy of 86.695%. The results are

1We use the default face recognition algorithm in OpenBR, which is based on the Spectrally
Sampled Structural Subspaces Features (4SF) algorithm [57].
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Table 3.2: Face recognition accuracy of different algorithms. Accuracy (small)
is evaluated on the small fix-sized images and accuracy (large) on the original

sized ones.

Algorithm Accuracy (small) Accuracy (large)

Eigenface [99] 60.702% 61.720%
Fisherface [12] 64.467% 67.254%
LBP [5] 65.627% 71.095%
OpenBR [58] 66.054% 73.807%

Our face-alone 86.695% -
Our face-audio 88.525% -

expected as previous algorithms either require alignment of the face images or

detecting facial feature points or both. This makes them not able to work well in

the small sized face images that are extracted from unconstrained videos, which

has no guarantee of alignment of the images, challenging large pose variation,

small scales, different illumination conditions, large facial expression variation

and subjects spanning ten years aging, etc.

We also evaluate all the previous algorithms on the original sized face images. In

specifically, 75, 444 images are for training and 25, 110 ones for testing. Larger

images normally will result in better face recognition performance, as this will

improve the opportunity of detecting facial feature points and thus further align-

ing them. Results are shown in the third column in Table 3.2. As expected,

all algorithms improves their performances by 1 − 8% when using larger face

images. We didn’t test our face model on the original sized face images because

of memory limitation. But still, none of them works well (all < 75%), compared

with 86.695% accuracy of our algorithm even on the smaller face images.

We further used audio information to fine-tune our face model. The weights in

this extended network is initialized by the parameters in the face-alone network.

For the newly introduced parameters introduced by the new audio inputs, they

are initialized in the same way as we presented before. Concerning the audio

features, we choose 20ms as the window size and 10ms as the frame shift range.

We have then selected mean and standard deviation of 25 MFCCs, and standard

deviation of 2-∆MFCCs, resulting in a total of 75 features per audio sample. In
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Figure 3.4: Confusion matrices of different algorithms for face recognition on
the small sized face images. Labels 1-6 stand for the six subjects accordingly,

i.e., Rachel, Monica, Phoebe, Joey, Chandler and Ross.
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total, we have 73, 974 audio samples for training, which we used to fine-tune the

previous face model. For each face in the evaluation set, we catenate it with five

audio samples of the same subject that are randomly selected from the training

audio data, which results in a total of 25, 110× 5 = 125, 550 face-audio samples

for evaluation.

Compared with our previous face-alone model (accuracy: 86.695%), our face-

audio model further improved this to 88.525% with corresponding confusion ma-

trix shown in the last sub-figure in Figure 3.4. We can clearly see that, by adding

audio information to the model, the accuracies of identifying all the subjects im-

proved by 1∼5% except a slight drop for Rachel.

3.5.2.1 Discussion

Both experiments on the small and original sized face images verify that our

dataset is a very challenging dataset for face recognition with large pose variation,

different scales, different illumination conditions, large facial expression variation

and subjects spanning ten years aging, etc. This also indicates that, compared

with previous methods, our face model can achieve a much better performance

on such a challenging dataset. Further adding audio data to fine-tune the model

improve the face recognition to another level.

3.5.3 Identifying Non-matched Pairs

In all the above experiments of face models, all the training and evaluation

face-audio samples are matched pairs, i.e., belong to the same person. However,

this condition cannot be fulfilled in practice. Consider a speaking frame in video,

there are N detected faces, one of which is speaking, see Figure 3.1 as an example

where N = 3. In order to find the correct speaker, we need to examine all the

pairs by concatenating each of these N face features with the associated audio

feature. All the pairs are non-matched ones except the one of the real speaker.

And, it is almost impossible to train all possible non-matched pairs because new

faces are unpredictable.
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Figure 3.5: Some experimental results of speaker naming. Each column shows
a particular subject cross the whole video, with time stamp shown at the bot-
tom left of each sub-figure. We highlight the result under various conditions,
including pose (I(A), I(D) and II(D)), illumination (I(C) and II(B)), small scale
(I(B) and II(B)), occlusion (I(A)) and clustered scene (I(A) and II(A), etc.).
Copyright info: Screenshots from “Friends” TV series c©Bright/Kauffman/Crane Produc-

tions and Warner Bros. Television.
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On the other hand, we also find that adding some non-matched pairs during

training process cannot result in good face models. Such issues appear in many

real-life applications like the speaker naming problem which we will address in

details in next section, where we can only achieve 72.669% if we directly use our

previous model.

Thus, to identify non-matched pairs, a better way is to develop new strategies

at the same time guarantee the quality of the face model. Instead of using the

final output label of our face models, we explore the effectiveness of the features

returned from the model in the last CNN layer. As baseline, we train two binary

supporting vector machines (SVM) [19]. One is trained on the 1024-dimensional

fused feature that returned from our face-audio model and the other trained

on the 1024-dimensional face feature returned from our face-alone model and

then concatenate it with 75-dimensional audio feature (MFCC). We then train

another SVM model using the same setting with the second SVM expect that we

replace the 1024-dimensional face feature by the same dimensional fused feature

from our face-audio model. We randomly select 40, 000 samples for training,

including 20, 000 positive and 20, 000 negative ones. In all the SVMs, radial

basis function (RBF) kernel are applied.

We evaluate these three models on the evaluation video, in which there are in

total 17, 131 speaking frames. It will count as correct if the most confident (has

the largest distance to the supporting plane of SVM) face-audio pair match, i.e.,

face and audio are both from the same person. Detailed results are listed in Table

3.3. The two baseline SVM models can obtain comparable accuracy of 82.154%

and 82.896% respectively, whilst the third SVM using fused feature+MFCC can

achieve 84.069%. The results clearly justify that fused feature is more discrimi-

native than original face feature. On the other hand, we believe the results also

show that the fused feature and the MFCCs capture different but complimentary

dimensions of the required information in distinguishing non-matched pairs.
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Table 3.3: Accuracy of identifying non-matched pairs using different features.

Feature Accuracy

fused feature 82.154%
face feature+MFCC 82.896%
fused feature+MFCC 84.069%

3.5.4 Speaker Naming

To show the feasibility of real-life applications of our framework, we apply it to

solve the problem of Speaker Naming, the goal of which is to identify the speaker

in each frame. In detail, for a speaking frame (with audio information), if N

faces were detected, the input to our framework would be N face-audio pairs by

concatenating each face feature with the audio feature, as shown in Figure 3.1.

The goal here is to find out the matched face-audio pair and also identify this

pair to recognize the speaker.

It’s worth noting that such a problem can be viewed as an extension of previous

experiment of identifying non-matched pairs, the goal of which is to find the

matched pair and reject all non-matched ones. The goal of speaker naming,

however, is not only to find the matched pair but also be able to obtain its

identification.

For the in total 17, 131 speaking frames in the evaluation video “Friends S05E05”

that we manually labelled, we applied the SVM trained on fused feature+MFCC

to reject all non-matched pairs. The remaining pair will be assigned with the label

returned of our face-audio model of it. We further examined this identification

process in sliding window of 60 frames with a voting strategy, i.e., voting a final

label during 60 frames range. The application of such a range means, for a video

with 30 frames per second (FPS), we only need to cache the video content of

two seconds before providing the real-time speaker naming service. Under such

setting, we can achieve the speaker naming accuracy of 90.032%. Sample output

of our result can be seen from Figure 3.5.

We also tested different sliding windows in the voting strategy. Detailed results

can be found in Table 3.4. As expected, a larger window of 70 frames for voting
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Table 3.4: Accuracy of using different sizes of the voting window.

Voting window size (N) Accuracy

10 79.568%
30 84.413%
50 88.218%
60 90.032%
70 90.036%

results in a slightly higher accuracy of 90.036%, and vice versa. However, there

should be a compromise between high accuracy and low latency as larger window

means the higher latency when dealing with online problems like in real-time

video streaming.

3.5.4.1 Discussion

Previous work [11, 96] have addressed similar problem of speaker naming. They

were both evaluated on 1 − 6 episodes of the first season of “The Big Bang

Theory” TV series. Although they released the dataset, there is no associated

audio data for the subjects, making us very hard to objectively compare with

their methods in the same setting. Experiments [11, 96] showed that they can

achieve person identification accuracy of 82.6% and 83.7% respectively in their

setting.

In our dataset (from “Friends”), which we believe the setting is more challenging

because the data spans a much larger time range of ten seasons across ten years,

our framework can achieve person identification accuracy of over 90% in terms

of the speakers. Despite the difference in settings, we argue that the figures well

justified the effectiveness of our approach.

On the other hand, previous methods rely on face tracks within the time range

specified by the transcript segments. Thus, their methods can be viewed as vot-

ing on the range of transcript segments. Take our evaluation video “Friends

S05E05” as an example, the average frame of a transcript segment is 63.2. This
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means that they identified a person in a window of 63.2 frames, whilst our frame-

work works better in a narrower window (90.032% accuracy over 60 frames). As

mentioned above, larger windows will result in higher latency, which gives our

framework higher feasibility in applications with live-streaming videos where tim-

ing requirement is crucial.

3.6 Conclusion

In this chapter, we propose a novel CNN based multimodal learning framework

to tackle the task of speaker naming. A systematic multimodal dataset with face

and audio samples collected from the real-life videos is created. The high varia-

tion of the samples in the dataset wonderfully approximates the realistic speaker

naming scenarios and enables us to fully explore the potential of our method for

practical applications. Our approach is able to automatically learn the fusion

function of both face and audio cues. We show that our multimodal learning

framework not only obtains high face recognition accuracy but also extracts rep-

resentative multimodal features which is the key to distinguish sample outliers.

By combining the aforementioned capabilities, our system achieved state-of-the-

art performance without introducing any face/person tracking, facial landmark

localization or subtitle/transcript.

Claim: the presented material in this chapter has been published in [48, 49].





Chapter 4

Applications for Video

Processing

In Chapter 2, we demonstrated how to localize the speaker given video input

by jointly using audio and visual information, i.e. multimodal speaker localiza-

tion, and the ability to generate video subtitles that can follow the speakers.

In Chapter 3, we introduced how to localize and identify the speaker in a uni-

fied framework by our novel CNN based learning framework that automatically

learns the fusion function of both faces and audio cues, i.e. multimodal speaker

(localization and) identification.

In this chapter, we will show the ability to extend our previous multimodal

speaker localization and speaker identification algorithms (refer to Chapter 2

and Chapter 3 for details) in real-life video processing tasks. Particularly, we

highlight the following applications:

1. combine applying our speaker-following video subtitles work and speaker

naming work to enhance video viewing experience, described in Section 4.1;

2. automatically convert a video sequence into comics based on our speaker

localization algorithms in the speaker-following video subtitles work and

speaker naming work, see Section 4.2;

59



Chapter 4. Applications for Video Processing 60

3. extend our speaker naming work to handle real-life video summarization

tasks, see Section 4.3.

4.1 Video Viewing Experience Enhancement

The goal of our work on generating speaker-following video subtitles in Chapter

2 is to allow the viewer to follow the visual content while simultaneously reading

the subtitles. Due to the limited vision span of human, video viewing experience

will be greatly enhanced by applying our such system in real-life videos.

To further evaluate our system, we conducted a comprehensive usability study1

to compare it with conventional fixed position subtitles and a previous dynamic

subtitling method.

4.1.1 Video Clips Selection

For the usability study, we selected 11 video clips from the above eight TV/movie

videos. Specifically, two clips were selected from the movies “Erin Brockovich”,

“Up in the Air” and “The Man from Earth” and each one clip from the other

five videos. We select those video clips from video segments that contain several

speakers with significant switching of dialogs. The average length of the 11 video

clips is 2.3 minutes.

For a fair comparison, the video clips were chosen such that the speaker detection

accuracy of them is consistent with that of the entire TV/movie videos from

which they were selected (±1.84% in our user study). The consistency here is

only considered for the video clips selected for our results (Dynamic III ) instead

of to all versions (Static, Dynamic I and Dynamic II ) which was probably not

possible. Video clips of other versions were selected accordingly.

1User study of speaker-following video subtitles: https://sites.google.com/site/

smartsubtitles/user_study

 https://sites.google.com/site/smartsubtitles/user_study
 https://sites.google.com/site/smartsubtitles/user_study
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4.1.2 Video Group Setup

For each of the 11 video clips, we produced a group of four different versions,

namely Static, Dynamic I, Dynamic II and Dynamic III. Details of the version

for each video group are shown in Table 4.1.

Table 4.1: Details of the four versions for each video group.

Video Versions Description

Static
Traditional fixed version where subtitles are always
put at the bottom of the screen

Dynamic I [46]

Dynamic II
Combine our speaker detection with [46]’s subtitle
placement

Dynamic III Ours

Note that volume demonstration and subtitle highlighting are included in the

method by Hong et al. [46] because their method was mainly developed for

people with hearing impairment. However, their usability study showed that the

effects of volume demonstration and subtitle highlighting were minor for people

with hearing impairments. Therefore, these cues were not used in the Dynamic I

version because it may be a distraction for the users in our study group. Users

were asked to score (on a scale of 1 to 10) each of the four versions for overall

viewing experience and for eyestrain level. The scores are uniformly defined

with a higher score corresponding to a better overall viewing experience or a less

eyestrain level.

4.1.3 Audio and Subtitle Language Setup

Based on the assumption that subtitles help the viewer understand the videos

better, we chose specific videos with such audio so that subtitling would be useful

rather than redundant. We chose clips with audio in French, Spanish and Hindi

depending on the participant’s language background. Subtitles, where possible,

were in the native language of the reviewer, that is, Chinese for native Chinese

speakers and English for native English speakers (or others).
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4.1.4 Results

Each user was asked to view at least one video group of the four versions in

entirety. In total, there were 219 participants in our usability study, amounting

to about 20 for each video group. The users were of various ages and genders,

from many different countries, and had different language and educational back-

grounds (Figure 4.1).

Figure 4.1: Information about the participants in our user study (gender,
age, educational background and native language).

The results of the user study are shown in Figure 4.2. We can see that all our

results outperformed the Dynamic I version [46] in terms of the overall viewing

experience and degree of eyestrain level. In terms of overall viewing experience,

the results showed that the Dynamic I version [46] was worse or equal to the
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Figure 4.2: Result of the user study. Overall viewing experience (above)
and eyestrain level (below). Higher scores indicate better outcome. Dynamic I
version is the method by Hong et al. [46], the purple colored part of the third

bar is for Dynamic II version and the whole third bar is our final version.

experience of Static version in 4 of the 11 groups. In comparison, the results

from the Dynamic III version (our method) outperformed the Static version in

all groups. In terms of eyestrain, the method of Hong et al. [46] was worse than

or equal to the Static version in 2 of the 11 groups, whereas our method was

better than the Static version in all but one group. Nevertheless, the results for

that one group (video #9) were still better than the Dynamic I version [46].

The Dynamic II version outperformed Dynamic I version in all groups for overall

viewing experience and in 10 of the 11 groups for eyestrain. Our results indicate

that our speaker detection is more accurate than the method by Hong et al. [46].

Moreover, our results outperformed the Dynamic II versions in terms of both

overall viewing experience and eyestrain level, further validating our improved

subtitle presentation method.

It should be noted that, in video #9 the level of eyestrain in all three dynamic

subtitle versions were worse than in the Static version, although our method was

the best. The corresponding scene in the clip showed seven people arguing with

the camera shot changing rapidly, which probably caused viewers to follow the

rapid switching of the subtitle position in the changing conversation.
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4.1.5 Speaker Identity for Further Video Viewing Enhancement

Our speaking naming work, introduced in Chapter 3, not only resolves “where is

the speaker?”, but also determines “who is the speaker?”. The main requirement

of our previous work on generating speaker-following video subtitles, discussed in

Chapter 2, is the position of the speaker. Thus, we can generate speaker-following

video subtitles directly based on the output of our speaker naming framework.

In addition, the identity of the speaker can be also displayed along with the speak-

ing content to enhance video viewing experience, e.g., with style “ID: spoken-

words”, see Figure 4.3. More results of such merged rendering are demonstrated

in Figure 4.4.

Figure 4.3: Add speaker identity to speaker-following video subtitles to fur-
ther enhance video viewing experience. The identity of the speaker is also
displayed along with the speaking content to enhance video viewing experience
with style “ID: spoken-words”. Copyright info: Screenshots from “Friends” TV

series c©Bright/Kauffman/Crane Productions and Warner Bros. Television.

4.1.6 Other Video Enhancing Applications

Our speaker-following video subtitles system can also be used in other video

enhancing applications. In the following, we will highlight some of them.
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Figure 4.4: More results of adding speaker identity to speaker-following video
subtitles to further enhance video viewing experience. The identity of the
speaker is also displayed along with the speaking content to enhance video
viewing experience with style “ID: spoken-words”. The last two rows further
show the ability to handle the case where the speaker moves too much in single
subtitle segment, see detailed discussion in Section 2.5.3.1. Copyright info:

Screenshots from “Friends” TV series c©Bright/Kauffman/Crane Productions and Warner

Bros. Television.
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4.1.6.1 As a Tool to Assist the TV/Movie Industry

The usability study has demonstrated that our system can assist the TV/movie

industry as a speaker detection tool for subtitling to provide a better viewing

experience. Although not 100% accurate (>90% accuracy), our speaker detection

tool can still replace more than 90% of the manual work in generating the speaker-

following subtitles for TV/movies.

4.1.6.2 Better Presentation of Multimedia in Noisy Environments

and for Users with Hearing Impairment

In noisy environments (e.g., subways and squares) or in a quiet public area, audio

from the video may be hard to hear clearly or is muted. The viewer may then

need speaker-following subtitles to know “who is speaking or what is being said”

in order to better understand and enjoy the multimedia such as news, music

videos, and television interviews.

As shown in the user study conducted by Hong et al. [46], videos with dynamic

subtitles can help users with hearing impairment understand the video contents.

More than 66 million people in the world are suffering from hearing impairment,

who can potentially benefit from the technology presented here.

Beyond this, we are now working with The Hong Kong Society for the Deaf2

in a Innovation and Technology Support Programme (ITSP) project called New

Methodology and Software for Improving Subtitle Presentation in Movies and

Videos3, the outcome of which holds the promise of benefitting all the people

viewing a subtitled video and in particular those with hearing difficulty.

2The Hong Kong Society for the Deaf: http://www.deaf.org.hk/eng/index.php.
3Project reference: ITS/226/13. More info: https://www.itf.gov.hk/l-eng/prj_

Profile.asp?code=F0DE0C0B56CE6EF16A6A20A79794F6A4A340B951F03CA1B275119611005CFA7F.

http://www.deaf.org.hk/eng/index.php
https://www.itf.gov.hk/l-eng/prj_Profile.asp?code=F0DE0C0B56CE6EF16A6A20A79794F6A4A340B951F03CA1B275119611005CFA7F
https://www.itf.gov.hk/l-eng/prj_Profile.asp?code=F0DE0C0B56CE6EF16A6A20A79794F6A4A340B951F03CA1B275119611005CFA7F
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4.1.6.3 Automatic Speech Balloon Layout for 2D/3D Game Avatars

Previous methods [77, 78] simply put speech balloons above game avatars’ heads.

Our system can be used for automatic word balloon positioning for avatars in

2D/3D games to provide better presentation of speech for game avatars.

4.2 Converting Video to Comics

Nowadays, comics is becoming more and more popular all over the world as

a prevalent artwork. Nevertheless, it is still a labor-intensive and high time-

consuming process for comics creation despite the availability of auxiliary tools

and softwares [106]. In this section, we will show how to automatically convert a

video sequence into comics based on the output of speaker localization in Chapter

2 and 3 and the word balloon placement technique introduced in Chapter 2. With

the help of Comics, people can enjoy the video content in a totally different

representation, i.e. in the form of image sequence with juxtaposed panels [108].

Unlike previous methods that can only generate comics with regular rectangular

layout like the one shown in Figure 4.5(A), our method can achieve comics with

more flexible layouts, varying panel sizes and irregular panel shapes like those

shown in Figure 4.5(B) and 4.5(C).

4.2.1 Motivation

As a type of artwork, comics describes a story in the form of image sequence via a

graphical medium. It can date back to the early 20th century when it started to

gain popularity with comic strip in newspapers like William Hogarth and Trajan’s

Column [106, 108]. Recently, comics can be widely seen in other mediums like

graphic novels and magazines. Figure 4.5 shows several representative comic

pages. As can be seen, comics is usually presented with regular rectangular

panels, with some more flexible layout like different panel sizes, and irregular

panel shapes [18] to make them more attractive and appealing [54].



Chapter 4. Applications for Video Processing 68

Figure 4.5: Sample comics pages. Copyright info: “Archie Comics” c©Archie

Comic Publications, Inc, “Detective Conan” c©AYOYAMA Gosho and Shogakukan Inc and

“Asterix” c©Dargaud (France).



Chapter 4. Applications for Video Processing 69

In literature, converting video sequences to comics has started to receive lots of

attention in recent years [23, 24, 51, 85, 93, 106]. Nevertheless, it’s still not an

easy task to automatically convert videos to comics. Most existing algorithms

and frameworks mentioned above are not automatically. As a matter of fact, lots

of existing approaches that try to convey video content in comics involve lots of

labor-intensive human interactions [106]. For example, the video frames selected

to later placed in the final comics pages are manually selected in [51]. In [85],

comics layout and the word balloon placement (contains the speaking content)

are designed manually.

On the other hand, although [106] proposes a possible automatic solution for

this task, it can only generate comics with regular rectangular layouts like the

one shown Figure 4.5(A). In contrast, our method can achieve comics with more

flexible layouts, varying panel sizes and irregular panel shapes like those shown

in Figure 4.5(B) and 4.5(C). Moveover, our novel work on speaker localization

and work balloon placement introduced in Chapter 2 and 3 further ensure more

accurate representation of the video sequence.

4.2.2 Our Approach

Our system consists of three main components:

1. Informative frame extraction. Informative frames are those ones

that are selected to place in the final comics pages. In this step, we will

utilize our previous speaker localization algorithms introduced in Chapter 2

and 3 and try to extract one representative frame for each subtitle segment,

particularly within the speaking video segments.

2. Initial layout determination. We will initialize the comics layout

following the layout templates that we learn from real-life comics. It’s

worth noting that, to avoid the visual content in a panel being too small

to be seen clearly on an e-book reader like Kindle or a standard A4 paper,

we set 3 rows per comic page.
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3. Layout optimization. We formulate it as an optimization problem

by concerning layout geometry, visual content in each panel, and word

balloon placement, relating to the display of a comic page all together.

An efficient Markov chain Monte Carlo (MCMC) sampling algorithm is

carefully designed for the optimization process.

Note that, the detailed workflow of this work can be found in [54], which is a

cooperative work with others. In the following, I will highlight several results of

our system, at the same time skip the technical details.

4.2.3 Experimental Results

We conduct experiments on several video clips that are extracted from four

movies: “Up in the Air”, “Les Choristes”, “The Man from Earth” and “Harry

Potter”, and two TV series: “Friends” and “The Big Bang Theory”. All videos

are associated with subtitle files. Sample outputs for the six videos can be viewed

from Figure 4.6, 4.7, 4.8, 4.9, 4.10 and 4.11.

4.2.3.1 Further Enhancement by Stylization

Stylization of photographs has become a tool for effective visual communication.

Our system provides two ways to stylize the comics we produce. Specifically,

we produce the abstraction results with simplified color illustrations by [64] and

black-white, pencil-shading effects by [110]. Sample stylization results can be

seen in Figure 4.11. Please refer to our paper [54] for more sample outputs. Note

that other stylization methods can also apply in our system.

4.3 Video Summarization

The goal of video summarization is to provide a compact representation of given

video input. It has shown its powerfulness in terms of video retrieval, indexing

and condensing the original videos’ storage. In literature, lots of work has been
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Figure 4.6: Comic pages generated from movie “Up in the Air”.
Copyright info: c©DW Studios, The Montecito Picture Company and Rickshaw Productions.

Figure 4.7: Comic pages generated from movie “Les Choristes”.
Copyright info: c©Pathé (UK/France) and Miramax Films (USA).
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Figure 4.8: Comic pages generated from movie “The Man from Earth”.
Copyright info: c©Anchor Bay Entertainment and Shoreline Entertainment.

Figure 4.9: Comic pages generated from movie “Friends” TV series.
Copyright info: c©Bright/Kauffman/Crane Productions and Warner Bros. Television.
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Figure 4.10: Comic pages generated from “The Big Bang Theory” TV series.
Copyright info: c©Chuck Lorre Productions and Warner Bros. Television.

Figure 4.11: Different stylization comic pages generated from Movie “Harry
Potter”. Besides original image style, we further produce the abstraction results
with simplified color illustrations by [64] and black-white, pencil-shading effects

by [110]. Copyright info: c©Warner Bros. Pictures.
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done trying to summarize those long videos via a more concise style like a key-

frame sequence [45], a video skim [36, 67, 74], video collage [107] and visual

storylines [22]. We refer the readers to [98] for a comprehensive review of video

summarization methods. Some recent methods explore the possibility to use a

single static image to summarize videos, including schematic storyboard [41], or

a multi-scale tapestry [10] for better navigation.

Besides converting video to comics, which can be viewed as a kind of video

summarization by producing the traditional style comics which tell the story in

a lively and concise manner, the output of our speaker naming work, introduced

in Chapter 3, is also suitable for video summarization tasks. We can directly

achieve the detailed speaking activity graph of different speakers. See Figure

4.12 for the visualization of the detailed speaking activity graph for a 3.5 minutes

long video clip from “Friends S05E05”.

Figure 4.12: Visualization of the detailed speaking activity graph for a 3.5
minutes long video clip from “Friends S05E05”. Different colors stand for

different speakers.

With such visualization, we can further achieve the following two tasks, includ-

ing (1) generating speaking-only part for each speaker and (2) high-level video

summarization tasks.

4.3.1 Generating Speaking-only Part for Each Speaker

Speaking can be viewed as one of the most salient content in videos, especially

for videos like “Friends” and “The Big Bang Theory”. With the help of the

detailed speaking activity graph of different speakers as in Figure 4.12, we can

easily generate speaker-only part for each speaker by merging the speaking parts

of the same speaker together.
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Sample output can be seen from Figure 4.13. Fast speaker-based video retrieval

can be further achieved on such speaking-only part video clips.

4.3.2 High-level Video Summarization

Based on the visualization of the detailed speaking activity graph, we can also

achieve some high-level video summarization tasks, including

• characters conversation information, like

– “who and who are talking to each other?”

– “how long is one particular character speaking in total in a given time

range?”

– “when is it that at least three people are talking to each other?”

• video scene changing information (i.e., “when does scene change happen?”)

• ...

We highlight several high-level video summarization examples based on our out-

put in Figure 4.14.

4.4 Conclusion

In this chapter, through extensive experimental results, we demonstrated the

ability to extend our previous multimodal speaker localization and speaker iden-

tification algorithms (refer to Chapter 2 and Chapter 3 for details) in real-life

video processing tasks. Particularly, three main categories of applications were

introduced, including (1) combine applying our speaker-following video subtitles

work and speaker naming work to enhance video viewing experience, where a

comprehensive usability study with 219 users verifies that our subtitle placement

method outperformed both conventional fixed-position subtitling and another

previous dynamic subtitling method in terms of enhancing the overall viewing

experience and reducing eyestrain; (2) automatically convert a video sequence
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Figure 4.13: Generating speaking-only part for each speaker for a 3.5 min-
utes long video clip from “Friends S05E05”. Copyright info: Screenshots from

“Friends” TV series c©Bright/Kauffman/Crane Productions and Warner Bros. Television.
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Figure 4.14: High-level video summarization based on our speaker naming
result.
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into comics based on our speaker localization algorithms in the speaker-following

video subtitles work and speaker naming work; and (3) extend our speaker nam-

ing work to handle real-life video summarization tasks.

Claim: the presented material in this chapter has been published in [47, 48,

54], specifically Section 4.1 is in [47], Section 4.2 in [54] and Section 4.3 is the

extension work of [48].



Chapter 5

Conclusion and Future

Research

5.1 Principal Contributions

In this thesis, we focus on the problem of speaker localization and identification

for video processing. The contributions of the present work are as follows:

• A new algorithm for effectively detecting and localizing speakers based

on multimodal visual and audio information is presented. We have intro-

duced four new features for speaker detection and localization, including

lip motion, center contribution, length consistency and audio-visual syn-

chrony, and combine them in a cascade model. Experiments on several

real-life movies and TV series indicate that center contribution improved

the speaker detection accuracy by 0.5%–2.5%, length consistency improved

accuracy by 1.5%–4%, and audio-video synchrony with better motion pre-

diction improved accuracy by 3.5%–6.5%. Taken together, our speaker

detection method outperforms previous methods by 7.5%–20.5%.

• Based on the locations of speakers, an efficient optimization algorithm for

determining appropriate locations to place subtitles in order to achieve

speaker-following video subtitles is proposed. This further enables us to

79
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develop an automatic end-to-end system for subtitle placement for TV/-

movies. A comprehensive usability study with 219 users verifies that our

subtitle placement method outperformed both conventional fixed-position

subtitling and another previous dynamic subtitling method in terms of

enhancing the overall viewing experience and reducing eyestrain.

• We further propose a CNN based multimodal learning framework to tackle

the task of speaker identification (speaker naming) in videos. Our approach

is able to automatically learn the fusion function of both face and audio

cues. We show that our multimodal learning framework not only obtains

high face recognition accuracy but also extracts representative multimodal

features which is the key to distinguish sample outliers. By combining

the aforementioned capabilities, our system achieved state-of-the-art per-

formance without introducing any face/person tracking, facial landmark

localization or subtitle/transcript.

• A systematic multimodal dataset with face and audio samples collected

from the real-life videos is created. The high variation of the samples

in the dataset, including pose, illumination, facial expression, accessory,

occlusion, image quality, scene and aging, wonderfully approximates the

realistic scenarios. We show its effectness in our speaker naming task and

we believe that this new dataset will also benefit other researchers to fully

explore other real-life video processing applications.

• Through extensive experimental results on multiple real-life videos, we

demonstrated the ability to extend our previous multimodal speaker local-

ization and speaker identification algorithms in real-life video processing

tasks. Particularly, three main categories of applications were introduced,

including (1) combine applying our speaker-following video subtitles work

and speaker naming work to enhance video viewing experience; (2) au-

tomatically convert a video sequence into comics based on our speaker

localization algorithms in the speaker-following video subtitles work and

speaker naming work; and (3) extend our speaker naming work to handle

real-life video summarization tasks.
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5.2 Future Research

There are many interesting problems which are worth studying. Some of these

problems have been addressed in preceding chapters.

• The comprehensive usability study has validated the effectness of our speaker-

following video subtitles work, i.e. outperform previous methods in terms of

enhancing the overall viewing experience and reducing eyestrain. It will be

interesting to accurately measure the distance of the eyes during watching

such video representations. We are now working with Universität Stuttgart

on this area with the help of eye-tracking equipments.

• For speaker-following video subtitles work, although our system consis-

tently outperforms both static subtitling and a previous dynamic method,

there is still room for improvement to increase user satisfaction in terms

of overall viewing experience and eyestrain level. In this regard, we will

further improve speaker detection accuracy especially in more challenging

situations (e.g., the TV series “ER”, in which surgeons and nurses wear face

masks and move around all the time). We also aim to extend our system

to cope with sound-to-text libraries in online applications such as telecon-

ferencing and real-time video streaming where no subtitle information is

available.

• One limitation of our speaker naming work is that we does not provide a

holistic network to incorporate both face recognition and outlier identifica-

tion. Therefore we are not able to fully accelerate our algorithm using the

vectorization property of CNN in a unified manner. In our future work,

we will search the possible architecture of such a network and validate it

in our new dataset.
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[76] Maxime Oquab, Léon Bottou, Ivan Laptev, and Josef Sivic. Learning and

Transferring Mid-level Image Representations Using Convolutional Neural

Networks. In IEEE Conference on Computer Vision and Pattern Recogni-

tion (CVPR), pages 1717–1724, 2014.

[77] Soo-Hyun Park, Seung-Hyun Ji, Dong-Sung Ryu, and Hwan-Gue Cho. A

Smart and Realistic Chatting Interface for Gaming Agents in 3-D Virtual

Space. In International Conference on Games Research and Development

(CyberGames), 2008. To appear.

[78] Soo-Hyun Park, Seung-Hyun Ji, Dong-Sung Ryu, and Hwan-Gue Cho. A

Smart Communication System for Avatar Agents in Virtual Environment.

In International Conference on Convergence and Hybrid Information Tech-

nology (ICHIT), pages 119–125. IEEE, 2008.

[79] Vyacheslav Parshin, Aliaksandr Paradzinets, and Liming Chen. Multi-

modal Data Fusion for Video Scene Segmentation. In Visual Information

and Information Systems (VIIS), pages 279–289. Springer, 2006.

[80] Eric K Patterson, Sabri Gurbuz, Zekeriya Tufekci, and J Gowdy. CUAVE:

A New Audio-visual Database for Multimodal Human-computer Interface

Research. In IEEE International Conference on Acoustics, Speech, and

Signal Processing (ICASSP), volume 2, pages II–2017. IEEE, 2002.

[81] Peter Peer, Borut Batagelj, and Jure Kovac andFranc Solina. Color-based

Face Detection in the 15 Seconds of Fame Art Installation. In International

Conference on Computer Vision / Computer Graphics Collaboration Tech-

niques and Applications (MIRAGE), volume 1, 2003.



Bibliography 93

[82] Patrick Perez, Jaco Vermaak, and Andrew Blake. Data Fusion for Visual

Tracking with Particles. Proceedings of the IEEE (Proc. IEEE), 92(3):495–

513, 2004.

[83] P Jonathon Phillips, Hyeonjoon Moon, Syed A Rizvi, and Patrick J

Rauss. The FERET Evaluation Methodology for Face-recognition Algo-

rithms. IEEE Transactions on Pattern Analysis and Machine Intelligence

(TPAMI), 22(10):1090–1104, 2000.

[84] Gerasimos Potamianos, Chalapathy Neti, Guillaume Gravier, Ashutosh

Garg, and Andrew W Senior. Recent Advances in the Automatic Recog-

nition of Audio-Visual Speech. Proceedings of the IEEE (Proc. IEEE),

91(9):1306–1326, 2003.

[85] Jacqueline Preu and Jörn Loviscach. From Movie to Comic, Informed by

the Screenplay. In ACM SIGGRAPH posters, page 99. ACM, 2007.

[86] Deva Ramanan, Simon Baker, and Sham Kakade. Leveraging Archival

Video for Building Face Datasets. In IEEE International Conference on

Computer Vision (ICCV), pages 1–8. IEEE, 2007.

[87] Keith Rayner. The Perceptual Span and Peripheral Cues in Reading. Cog-

nitive Psychology (CP), 7(1):65–81, 1975.

[88] Kate Saenko, Trevor Darrell, and James R Glass. Articulatory Features

for Robust Visual Speech Recognition. In Proceedings of International

Conference on Multimodal Interfaces (ICMI), pages 152–158. ACM, 2004.

[89] Kate Saenko, Karen Livescu, Michael Siracusa, Kevin Wilson, James Glass,

and Trevor Darrell. Visual Speech Recognition with Loosely Synchronized

Feature Streams. In IEEE International Conference on Computer Vision

(ICCV), volume 2, pages 1424–1431. IEEE, 2005.

[90] Ferdinando S Samaria and Andy C Harter. Parameterisation of a Stochas-

tic Model for Human Face Identification. In IEEE Workshop on Applica-

tions of Computer Vision (WACV), pages 138–142. IEEE, 1994.



Bibliography 94

[91] Mehmet Emre Sargin, Engin Erzin, Yücel Yemez, and A Murat Tekalp.
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